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Abstract: This paper proposes and compares several methods for interactive volume rendering in mobile devices. This kind of devices has several restrictions and limitations both in performance and in storage capacity. The paper reviews the suitability of some existing direct volume rendering methods, and proposes a novel approach that takes advantage of the graphics capabilities of modern OpenGL ES 2.0 enabled devices. Several experiments have been carried out to test the behaviour of the described method.

1 INTRODUCTION

Volume visualization is a classic field of computer graphics dedicated to render 3D scalar data. It is essential to engineering and scientific applications that require visualization of three-dimensional data sets.

Until recently, volume visualization has required the use of a desktop computer. There are some cases where this requirement cannot be fulfilled, for instance, teaching labs, operating theatres, field trips, informal meetings, etc. In these cases, it is of use mobile devices, such as mobile phones, tablets or personal digital assistants (PDAs). However, interactive 3D rendering on mobile devices is a challenging task, mainly due to the fact that they must be small and powered by batteries. These two factors severely limit their computing power and memory capacity.

This paper explores how their limited capabilities affect the use of hand-held devices to perform interactive visualization of volumetric data. A novel strategy is proposed, tackling the limitations and special characteristics of mobile devices, that achieves interactive frame rates without recurring to external rendering servers while keeping a good visual quality. This strategy has been implemented and systematically compared with other methods in order to evaluate its performance and visual quality, see Figure 1.

This paper has been structured as follows. Section 2 describes the previous work. Section 3 presents our technique for volume rendering. Section 4 describes the implementation of a volume raycasting technique we have used in our comparison. Section 5 shows and discusses the results under different scenarios. Finally, Section 6 concludes the paper.

Figure 1: Rendering of a skull model by using a) classic volume ray casting, and b) our texture slicing proposal. Our proposal doubles the performance providing a similar rendering quality.

2 PREVIOUS WORK

A volume can be represented by using different approaches, the usual representation is a set of images/slices that are parallel and evenly distributed across the volume.

In the context of scientific visualization and volume rendering the transport equation usually neglects illumination and is computed by composing colors and opacities of the samples along a given line, for a certain wavelength \( \lambda \) (Levoy, 1988):
3D texture slicing is stored as a stack of 2D textures. On the other hand, remote rendering techniques carry out the rendering of the volume, cached in GPU's memory (Power VR, 2009). Therefore, shaders for mobile devices must be specifically crafted to avoid complex computations and conditional branches.

While today’s mobile GPUs offer features relatively similar to those found on desktop PCs, their architecture gives preference to energy efficiency rather than pure performance. Therefore, we cannot expect to run long shaders originally written for desktop PCs on a mobile device at interactive frame rates, even with low screen resolutions (Power VR, 2009).

Recent work (Congote et al., 2011) has implemented a ray-based technique using the WebGL standard. Authors have tested this implementation on some Samsung Galaxy mobile devices, obtaining a frame rate of around 2-3 fps.

3 OUR PROPOSAL

While today’s mobile GPUs offer features relatively similar to those found on desktop PCs, their architecture gives preference to energy efficiency rather than pure performance. Therefore, we cannot expect to run long shaders originally written for desktop PCs on a mobile device at interactive frame rates, even with low screen resolutions (Power VR, 2009).

Therefore, our goal is to define a new technique for volume rendering on mobile devices that adopts the 2D texture slicing approach. Authors claim to achieve 1.5 frames per second (fps) when rendering a very basic volumetric model consisting of 633 voxels on a Dell Axim x51v device at a resolution of 640 x 480 pixels.

(ImageVis3D, 2011) is an iOS application that also uses the 2D texture slicing approach. While the user is interacting, the number of slices is drastically reduced. At the end of an interaction, a new image is rendered with the whole set of slices. This rendering step is carried out in the mobile device itself, or in a remote server in case of complex models.

Recently, (Congote et al., 2011) have implemented a ray-based technique using the WebGL standard. Authors have tested this implementation on some Samsung Galaxy mobile devices, obtaining a frame rate of around 2-3 fps.

In order to provide the mobile GPU with the volumetric data, the set of images that represents the model must be combined into one 2D texture by tiling each
3.2 Rendering the Volumetric Model

Our solution consists of a texture slicing approach where a set of slices are projected perpendicular to the view direction. Equation 1 is implemented by compositing these slices in a front-to-back order into the framebuffer using alpha-blending.

Contrarily to the 3D texture slicing approach, in our solution the geometry of the stack of slices is computed once and remains stationary for the rest of the process. Hence, it can be cached in GPU’s memory by means of a vertex buffer object (VBO) and reused to draw every frame. VBOs are the preferred method to send geometry to mobile GPUs (Power VR, 2009) because they dramatically reduce the CPU-GPU bandwidth and the number of draw calls.

However, we want to be able to render the model from any angle without the visual artifacts and the waste of memory suffered by the 2D texture slicing approach. In order to render the slices perpendicular to any view direction, the volume is enclosed by a cube of dimensions \(d^3\), being \(d\) the diagonal of the volume, see Figure 2. This algorithm is based on Gelder et al. (Van Gelder and Kim, 1996). The front face of the cube remains perpendicular to the view direction and, consequently, the slices defined over it are view-aligned. The 3D texture coordinates without rotation of the vertices of these slices are:

\[
(s, t, r) = \left( \pm \frac{1}{2} \frac{d}{X}, \pm \frac{1}{2} \frac{d}{Y}, \pm \frac{1}{2} \frac{d}{Z} \right) + \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \right)
\]

where \((X, Y, Z)\) are the dimensions of the texture representing the volume. Then, this texture is properly rotated according to the desired view angle using appropriate transformation of the texture coordinates, see Figure 3.

The proposed implementation works as follows. First, blending should be enabled and configured. The blending factors have been defined in conjunction with code of the shaders to accomplish Equation 1, by using 

\[
glBlendFuncSeparate(GL\_ONE\_MINUS\_DST\_ALPHA, GL\_ONE, GL\_ONE, GL\_ONE)
\]

Then, the GPU is provided with the texture transformation matrix according to the current view and the VBO with the proxy geometry is activated and drawn. The vertex processor receives the vertices, which are transformed according to the model view matrix as usual. The 3D texture coordinates are rotated according to the texture transformation matrix. Listing 1 shows the full GLSL ES (Khronos Group, 2009) code of the corresponding vertex program.

In the fragment shader, the mosaic texture that contains the 3D volume is sampled according to the 3D texture coordinates of the incoming fragment. Then, the value obtained from the volumetric model is used as a texture coordinate for performing a look up in the texture representing the transfer function. Finally, the shader issues the resulting color to be blended in the framebuffer.

Note that those fragments lying outside the volume, that is, those with a texture coordinate component lesser than 0 or greater than 1, have to be discarded. In order to avoid drawing these fragments, (Van Gelder and Kim, 1996) proposed to use six user-defined clip planes around the volume. However, OpenGL ES 2.0 does not support user clip planes by command. At a cost, this behaviour can be emulated in the fragment shader by discarding the referred fragments. Unfortunately, the discard function is very inefficient and its use should be avoided where possible (Power VR, 2011). In our implementation, we avoid it by assigning zero to the alpha component of outside fragments. According to the blending function we use these fragments will not modify the framebuffer.

Listing 2 provides the full GLSL ES code of the fragment program. In this code, the function \(getData\)
4 VOLUME RAY CASTING

In order to test the behaviour of our proposal, we have also implemented a ray casting solution based on (Hadwiger et al., 2009; Congote et al., 2011). A texture mosaic has been used to encode the volumetric model as described in Section 3.1.

The ray is divided into a certain number of steps. A loop in the fragment shader iteratively samples the 3D model applies the transfer function and accumulates the colors and opacities according to Equation 1. The computation stops when the opacity is one or the backside is reached.

5 RESULTS AND DISCUSSION

In our experiments, we selected two popular devices as test platforms, namely, an iPad2 and a 4th generation iPod Touch. The former includes a dual core PowerVR SGX543MP2 GPU whereas the latter features a PowerVR SGX535 GPU. Both devices were running iOS 4.3.5. The software was developed as a native iOS application, written in C++ and GLSL ES.

Two data sets were used in our experiments: the cthuman obtained from the Visible Human Project\(^1\) and the aorta from (Congote et al., 2011). The cthuman model consists of 186 slices of 128×128 pixels each whereas the aorta model has 96 slices of 102×102 pixels. The cthuman and the aorta models were represented by a 2D mosaic of 2048×2048 and 1024×1024 pixels, respectively. Both data sets had 8 bits per sample without texture compression.

Table 1 summarizes the results obtained on the cthuman data set when using the raycasting and our texture-slicing rendering approaches, respectively, and Table 2 the results on the aorta data set. From left to right, the tables show the device used, the screen resolution, and the frame rate obtained while the number of steps or slices increases. The number of steps refers to the number of iterations performed in the raycasting technique (Section 4). On the other hand, the number of slices refers to the number of planes used to sample the model in our technique (Section 3.2). Figure 4 shows the resulting images.

Studying the results summarized in Tables 1 and 2, we observe that, as expected, the performance linearly depends on the number of fragments to be processed and on the number of steps or slices. When using the iPad2 native resolution (1024×768), the number of pixels nearly quadruplicates those used in the iPad2’s iPhone compatibility mode (480×320). As a result, the obtained fps also varies in the same proportion.

In our experiments, the iPad2 clearly outperformed the iPod. This stems from the fact that the iPad includes a more powerful GPU. A good rendering quality (40 slices) at a decent frame rate (11 fps) is achieved with this device. This result proves that it is possible to render volumetric models on mobile devices while an interactive frame rate is guaranteed.

When comparing both techniques, we have to keep in mind the differences between them. The volume ray casting approach computes the accumulation along a given ray by iterating inside the shader. On the contrary, our approach substitutes this iteration by processing in parallel simpler fragments for each one of the slices. According to our experiments, see

\(^1\)http://www.nlm.nih.gov/research/visible/visible_human.html
Tables 1 and 2, our texture-slicing approach nearly doubles the performance obtained by the ray casting technique. These results suggest that it is preferable to compute a larger amount of short fragments rather than a few of them with a more complex behaviour.

We believe that, as the number of processing cores in mobile GPUs increases, the performance gain of our technique when compared to the ray-based solution will also increase, allowing a truly interactive solution to become a reality in this kind of devices.

However, the ray-based technique provides a better rendering quality. Figure 4 compares both approaches for an increasing number of steps/slices. We notice that the number of slices must be greater than the number of steps to achieve similar results, due to the fact that the slices are defined over the bounding box and some of them can be out of the model.

We have also observed that mobile GPUs are, in general, less intuitive and more unpredictable in their performance than their desktop counterparts. It is paramount to avoid branching in shader programs for a mobile GPU. Although theoretically branching is fully supported, including one single if-else clause can slow down the performance up to 20 fps.
Finally, we want to point out another consideration related to the mobile GPU architectures used in our experiments. PowerVR graphics processors heavily rely on a method called Tile Based Deferred Rendering (TBDR) (Power VR, 2011) to achieve good rendering performance while keeping low energy consumption. TBDR allows to perform hidden surface removal before fragments are processed thus avoiding unnecessarily computations. Unfortunately, this hardware optimization is not well suited for volumetric data with WebGL in real-time. In Proceedings of the Web3D ’11, pages 137–146, ACM.


